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The field-programmable gate array (FPGA) based intelligent sun tracking system proposed in this paper
uses an NI 9642 controller to integrate the dual-axis sun tracking system with a Maximum Power Point
Tracker (MPPT), so as to effectively increase the output power of solar panels. Furthermore, it is provided
with multiple intelligent functions, so that the system can start up the sun tracking function automati-
cally in the daytime, and automatically return to its initial position at night. It has a delay function to
reduce the electric power consumed by the motor in rotation. Moreover, it can be switched to dual-axis
or one-axis sun tracking freely as required by the user, and the solar panel inclination can be operated
directly. The dual-axis sun tracking system uses the Particle Swarm Optimization (PSO) method to look
for the parameters of the PI controller. The Taguchi Method and Logistic Map are proposed to enhance the
steady state convergence of PSO in seeking the optimal solution. The MPPT uses Fuzzy Logic to adjust the
step length of the incremental conductance method, so as to remedy the defects in the traditional fixed
step method, and to make the solar panel output reach the maximum power point position rapidly and
stably.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

In recent years, the demand for energy has been increasing;
thus, more attention is being paid to energy security and environ-
mental impact. Renewable energy sources, including wind electric
power generation and solar power generation, have also received
increasing attention. Among these renewable energy sources, solar
power generation can generate electric power with solar irradia-
tion, and it is noise free, requires minimal maintenance, and has
no regional effect. A high intensity of sunlight irradiating on the
solar panel for an extended period of time can cause the solar panel
to generate more power. However, the migration of the sun and
changes in the weather will influence the output power of the solar
panel. Many studies have discussed ways to improve the power
output of solar panels. A relatively effective method is to use MPPT
technology to keep the power generation of the solar panel at the
maximum power point in the present climatic conditions, and to
use a sun tracking system to make the solar panel receive more
sunlight.

Generally speaking, for solar power generation, the solar panel
is mostly fixed at a better inclination to receive the solar irradiation
in the daytime. However, the sun position varies slowly with time;
in other words, the sun rises in the east and sets in the west. There-
fore, a fixed solar panel cannot receive direct solar irradiation in
some time intervals; thus, there is a decrease in the power gener-
ated by the panel. The sun tracking systems are mostly divided into
one-axis and dual-axis tracking. One-axis means the solar panel
can turn to the east and west. This structure is simple, but the
south–north error results in inaccurate positioning and influences
the generating efficiency. Dual-axis sun tracking has an east–west
axis and a south–north axis, greatly increasing the tracking accu-
racy. The sun tracking modes are divided into passive and active
tracking. Passive sun tracking determines the sun movement track
by calculation or statistics, so that the orientation and angle of the
solar panel change slowly with time. This method requires long-
term statistics, and the longitude and latitude of different regions
are put into the calculation so as to obtain the optimal movement
orientation and angle. Active sun tracking uses optical sensors to
look for the sun’s position. The direction of the sun is identified
according to the feedback of error signals measured by sensors,
and then the solar panel is turned towards the sun [1–3].

Among the studies of sun tracking systems, in 2010, Al Nabulsi
et al. proposed the 150 W photovoltaic system efficiency optimiza-
tion method, using dual-axis sun tracking and MPPT [4]. The
direction of the solar panel was changed by calculating the azimuth
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Fig. 1. Schematic diagram of platform rotation.
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and elevation of the sun, and the motor was controlled by a PI con-
troller. Finally, the perturbation and observation method was used
for MPPT. In 2011, Seme et al. proposed the most efficient dual-axis
sun tracking system [5], which calculates the inclination and azi-
muth of the sun, and uses a two-axis sun tracking system to track
the sun movement track, so that the solar panel obtains the most
solar illumination. In 2011, Colli et al. tested three solar panels using
different forms of crystalline silicon at a solar power plant in the
Italian Alps for two months, and proposed the maximum power ver-
ification method for solar panels in 2012. The method was applied
to the bracket and one-axis sun tracking systems [6]. It was proved
that the one-axis system could obtain more solar illumination than
the bracket system, and the test in April showed that the solar panel
output of the one-axis system was higher than that of the bracket
system by 19%. In 2012, Dolara et al. proposed a one-axis tracking
system performance analysis [7], whereby the system was analyzed
in a specific power plant. The results showed that the system could
effectively increase the output power of solar panels.

In terms of motor optimization PID controller design, Solihin
et al. used PSO to look for the optimal parameters of the PID con-
troller in 2011 [8], and used a PID controller to control the DC
motor. The search results of four objective functions were com-
pared. In 2011, Dongsheng et al. proposed a new type of PSO to
look for PID parameters [9], retaining the advantages of traditional
PSO. The PSO equation was put into the calculation of the average
worst solution. Finally, this new type of PSO was used to look for
the PID controller parameters of the DC motor. In 2011, Verma
et al. proposed PDPSO to look for DC motor PID controller param-
eters [10]. The application program of PDPSO is almost identical
with the traditional PSO, but it provides faster searching. In 2012,
Altinoz et al. used chaotic PSO to look for PID parameters [11].
After one PSO search in the Logistic chaos map, the positions of
particles were put in chaos to look for better positions, so as to pre-
vent PSO from earlier convergence.

Generally, the MPPT in solar energy systems is usually a DC–DC
converter between the solar panel and the load. By adjusting the
duty cycle of the switching converter, the output power of the solar
panels can be held in the maximum power point position. In order
to precisely control the system at the maximum power point, it is
necessary to use a good maximum power point tracking algorithm.
The most commonly used algorithms are the perturb and observe
(P&O) method and the incremental conductance (INC) method. The
P&O method involves repeatedly adjusting the duty cycles. It can
make the output power fall to near the maximum power point.
However, this method will produce shock loss of power at this
point. In the INC method, the traditional method usually uses a
fixed step size to reach MPPT. By using larger steps, it can quickly
reach the maximum power point. However, it will induce a vibra-
tion behaviour at the maximum power point. Conversely, the smal-
ler steps will need more time to reach the maximum power point.
Hence, it needs an intelligent algorithm to adjust the steps to
obtain a better response. In this study, an intelligent fuzzy step
algorithm is designed to reach this goal.

Many researchers have developed MPPT algorithms. Safari et al.
used simulation and hardware to implement an incremental con-
ductance method MPPT to directly control the work cycle of a
Cuk converter [12]. Compared with the previous MPPT, the direct
control eliminated the PWM controlling PI control loop. The exper-
imental results showed that the system could still track the maxi-
mum power point accurately by using direct control. Mei et al.
proposed a new type of variable step INC MPPT in 2011 [13], which
could remedy the defect of the fixed step length of the incremental
conductance method. The step length was changed by setting the
threshold, and different threshold settings influenced the maxi-
mum power point tracking speed. In 2011, Abdelsalam et al. pro-
posed the high performance adaptive perturbation and
observation method based on power grid photovoltaic MPPT
[14], improving the oscillation at the maximum power point of
the traditional perturbation and observation method. The adaptive
algorithm changed the perturbation value according to the change
in system, so that there was no oscillation in the tracking process.

In sum, the output capacity of one-axis and dual-axis sun track-
ing systems is higher than that of traditional bracket systems. The
sun tracking systems in the literature calculate the sun track. This
method may need to readjust the inclination and azimuth of the
sun in different places. Therefore, the design objective of this paper
is to use an active sun tracking system, and to identify the azimuth
of the sun by photosensitive element, so that the system is free
from the region effect. The motor control part is the PI controller
in this paper, the application of which can be found in the litera-
ture [15]. In order to more quickly determine the optimal solution
for the PI controller, the Taguchi Method and Logistic Map were
included in PSO to enhance the search speed and stability. Finally,
the incremental conductance method MPPT is used, and the fuzzy
step size adjuster is used to change the output step length. The
fuzzy application can be seen in the literature [16–19]. Compared
with the fixed step incremental conductance method, the fuzzy
step approach can provide faster and more stable tracking speed.
2. Sun tracking system design

The main objective of the sun tracking system is to find the azi-
muth of the sun and to follow the movement track of the sun;
therefore, the sun’s track must be known before designing the sys-
tem. To design the dual-axis sun tracking controller, generally
speaking, the first axis of the dual-axis controller follows the mov-
ing track of the sun, and the second axis turns the solar panel
towards the sun, if the movement track of the sun is sunrise (in
the east) at 0�, and sunset (in the west) at 180�. The coordinates
of the sun can be assumed to be (X, Y), where X represents the
movement track and Y represents the deviation angle between
the sun and the platform. A schematic diagram of the rotation
angles of the dual-axis sun tracking system is shown in Fig. 1.

When the rotation angles of the first axis and the second axis of
the sun tracking platform are designed, in order to make the solar
panel track the sun accurately, the mounting positions and coinci-
dence relation of the sensors are important. Four small solar panels
of the same size are used as sensing elements, mounted on the four
sides of the solar panel (east, west, south, north), and kept at a 45�



Fig. 3. Dual-axis sun tracking platform.

Fig. 4. Intelligent sun tracking system structure.

Fig. 5. Motor transfer function.

J.-H. Chen et al. / Mechatronics 25 (2015) 55–64 57
inclination to the solar panel, as shown in Fig. 2. The sensors are
mounted in this way in order to track the sun position more effi-
ciently. The east and west sensors of the solar panel control the
first axis of the sun tracking platform, while the north and south
sensors identify signals for the second axis. The sun tracking plat-
form can identify the azimuth of the sun according to the voltage
signals measured by the sensors.

The dual-axis sun tracking system is designed according to the
above sun rotation angle and the sensor mounting instruction. The
real sun tracking platform is shown in Fig. 3.

The solar panel mounted on the dual-axis sun tracking platform
is a KC65T solar panel. The motor is an MH4013 servo motor from
Taiwan Sheng Fu, the motor driver is an ADP-055-18 driver from
Servo Dynamics, and the controller consists of an NI sbRIO-9642
FPGA control card and an NI 9516 motion control card for captur-
ing the signals of the servo motor. Small solar panels are mounted
on the four sides of the solar panel as sensing elements. The system
structure is shown in Fig. 4.

In the servo motor control system, the transfer function of the
DC motor or sync motor is shown in Fig. 5, and the AC motor can
be approximated to the DC motor after magnetic field oriented
control.

Where Va is the input voltage, Ra is the armature resistance, KT is
the torque constant, Ia is the armature current, Jm is the moment of
inertia, Bm is the viscous friction coefficient, KE is the back electro-
motive-force constant, Te is the motor torque, Td is the external load,
xm is the angular velocity and La is the armature inductance.

The sun tracking system controller must control the platform
motor effectively to turn the solar panel to the azimuth of the
sun, and it must have the following functions:

A. Manual/automatic adjustment of solar panel inclination.
B. Delay function.
C. Motor power off.
D. Automatic homing at night
E. MPPT.

This system can be switched to fixed, one-axis or dual-axis sun
tracking freely according to different regions or requirements.
Since the sun moves very slowly in the process of sun tracking, if
the motor rotates whenever the voltage variation is sensed, it will
consume too much electric power. Therefore, there must be a delay
function, so that the solar panel stays for 10 min or longer before
the second tracking of the sun’s position in order to reduce the
motor’s energy consumption. Generally, the delay function is
started up when the sensor error is within ±0.1 V. In this case,
the delay mode may be entered due to the shielding of clouds.
Therefore, the delay function in this paper is designed on dual
error. When the system enters delay mode and the sensor error
exceeds ±0.3 V, the system starts the second tracking. The motor
power-off function means the sun movement track is fixed during
dual-axis sun tracking. Therefore, when the solar panel has tracked
the azimuth of the sun, power supply to the second axis motor is
cut off, and is not supplied again until a deviation in the solar panel
direction from the sun position is detected. The automatic homing
at night means that when the sun has set and the solar illumina-
tion is very low, the solar panel returns to its original position,
Fig. 2. Scheme of installation of sensors.
and then starts to track the sun again when the sun rises on the fol-
lowing day. Finally, the MPPT function means that when the sun
tracking platform moves the solar panel towards the sun in delay
mode, the MPPT is started up to increase the output power of the
solar panel. The system control process is shown in Fig. 6.

S1, S2, S3 and S4 represent the sensors mounted on the east,
west, south and north sides of the solar panel, respectively. The
motor steering is controlled by identifying the error value among
sensors, the motor motion is stopped and the delay time is counted
till the error value is in the preset range, and the MPPT is carried
out. When the delay time is up, the sun position is tracked again
till the sensor error is in the preset range.
3. Optimization algorithm

In order to control the motor more efficiently, the sun tracking
system in this paper uses the PI controller to control the motor. The
schematic diagram is shown in Fig. 7. The PI controller is a simple
structure and is likely to be implemented. This paper uses the PSO
improved by the Taguchi Method and Logistic Map to work out the
optimal parameter values of the PI controller. For the studies of
PSO, please refer to the literature [20].



Fig. 6. Sun tracking system control flow chart.
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The PI controller uses proportional gain and integral gain to cal-
culate the controlling quantity according to the error of the system.
The continuous type of error value between controller output and
input can be expressed as Eq. (1), and the discrete type is expressed
as Eq. (2).

uðtÞ ¼ Kp eðtÞ þ 1
T i

Z t

0
eðtÞdt

� �
ð1Þ
uðkÞ ¼ KpeðkÞ þ K iSðkÞ ð2Þ

where Kp is the proportional gain, Ti is the constant of integration
time, S(k) is the sum of the deviations, and KI is the integral gain.
Fig. 7. Schematic diagram of motor control.
The adjustment problem of the PI controller is how to select the
appropriate KP and KI parameters, so as to ensure the system has
better control performance. The objective function can be defined
according to our requirements. This paper uses Integrated Absolute
Error (IAE) as the objective function; its mathematical definition is
expressed as Eq. (3):

IAE ¼
Z 1

0
jeðsÞjds ð3Þ

When the objective function is defined, PSO is used to identify
the optimal control parameters of the PI controller, so as to mini-
mize the objective function. PSO was proposed by Eberhart and
Kennedy, developed from observation of the foraging behaviour
of birds. PSO imagines the particles as birds flying in the sky, with
each particle generating an adaptive value, and Pbest and Gbest are
found from these adaptive values. After each search, the position
and velocity of the next search are determined by Pbest and Gbest.
The optimal solution to the system can be determined by several
iterative computations [21,22].

PSO determines the optimal solution of particles by several iter-
ations. The optimal solution in each iteration can be identified, and
is called Pbest. When all of the particles have been found, Gbest
can be determined, and the principal factors influencing particles
looking for the optimal solution are the velocity updating and



Table 1
L9(33) orthogonal array.

Number of test C1 C2 W IAE

1 0.5 0.5 0.9 63.89
2 0.5 1 0.6 80.66
3 0.5 1.5 0.3 64.43
4 1 0.5 0.6 69.88
5 1 1 0.3 98.33
6 1 1.5 0.9 63.72
7 1.5 0.5 0.3 146.89
8 1.5 1 0.9 64.03
9 1.5 1.5 0.6 63.94
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position updating of particles. The velocity updating equation is
expressed as Eq. (4), and the position updating is expressed as
Eq. (5). The program flow chart is shown in Fig. 8.

V iðtÞ ¼W � V iðt � 1Þ þ C1 � Rand� ðPbest� XiÞ þ C2

� Rand� ðGbest� XiÞ ð4Þ

where Vi is the velocity of each particle, i is the number of particles,
W is the Inertia Weight, C1 and C2 are learning constants, Rand is a
random number between 0 and 1, Pbest is the optimal solution for
each particle up to now, Gbest is the optimal solution for all parti-
cles up to now, and Xi is the position of each particle.

Position updating equation:

XiðtÞ ¼ Xiðt � 1Þ þ V iðtÞ ð5Þ

When PSO is used, three groups of parameters must be set, i.e.,
learning factors C1 and C2 and weight W. The three numerical val-
ues are adjusted under the empirical rule, which is to say, multiple
adjustments are required before the numerical value suitable for
the overall system is known. Therefore, the Taguchi Method is used
to shorten the adjustment time. Originally, there should be 27 tests
conducted in order to know which group of parameters could have
a better result, whereas by using the orthogonal array of the Tagu-
chi Method, the best result can be obtained by only nine tests.
Table 1 is the L9(33) orthogonal array.

The Taguchi Method is applied to management and cost calcu-
lation, so the best value is calculated by S/N ratio. This paper uses
the Taguchi Method to identify the three parameters, which could
be adjusted for PSO. The system objective function is IAE, so the S/N
ratio uses IAE directly to calculate the result. The three parameters
are put in the PSO program according to the orthogonal array
order, and the IAE value obtained at each time is recorded. After
Randomly generated
X

Setting parameters
W,C1,C2

Fitness[(X)<(Pbest)]

Fitness[(Pbest)<(Gbest)]

Evaluate fitness

Pbest=X

Gbest=Pbest

Yes

N

Yes

Fig. 8. PSO flo
nine computations, the best values are calculated by Table 2, the
C1 optimal solution is 0.5, the C2 optimal solution is 1.5, and the
W optimal solution is 0.9.

When the three unknown parameters of PSO are adjusted by
the Taguchi Method, the Rand function in the velocity updating
equation of PSO is a random number between 0 and 1. Therefore,
the numerical values generated by each implementation of the
program are different, influencing the steady state convergence
of PSO in looking for the optimal solution. This influence is not
likely to be strong, but as the complexity of the system increases,
obvious differences will be felt. In order to enhance the stability
of PSO in looking for optimal parameters, this paper uses Logistic
to replace the Rand function in PSO velocity updating.

Chaos is a type of nonlinearity, seemingly disorderly, but regu-
lar to some extent. Logistic Map is an extensively used chaos; its
mathematical expression is Eq. (6).

Xðnþ 1Þ ¼ r � XðnÞ � ð1� XðnÞÞ ð6Þ
Update velocity

Update position

o

No

w chart.



Table 2
Optimal parameter calculation.

C1 C2 W

Level 1 208.98 280.66 191.64
Level 2 231.93 243.02 214.48
Level 3 273.97 192.03 309.65

3.5 3.6 3.7 3.8 3.9 4
0

0.2

0.4

0.6

0.8

1

Entropy Logistic

En
tr
op
y

r

Fig. 10. Entropy of Logistic Map.
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where the range of r is 0–4, X(n) is between 0 and 1, which is to say,
when X(n) is given an initial value, the next value, i.e., X(n + 1) can
be worked out. When the r value is smaller than 2.8, a stable value
can be obtained after several iterations. When r is between 3 and
3.5, two values occur repeatedly. When r is between 3.5 and 4, there
will be nonrepetitive disorderly variation values, i.e., chaos. The
output result is changed when the r value is changed, as shown in
Fig. 9 [23,24]

It is obvious that when the r value is 4, the value generated is
between 0 and 1, identical with the Rand function in PSO, and
the disorder of Logistic Map is calculated by Entropy, as shown
in Fig. 10. It is observed that the disorder is at its maximum when
r equals 4, so the r of Logistic Map is set as 4 to replace the original
Rand function.

In order to test whether the stability of PSO can be enhanced,
the PI parameter of the motor controller is searched for under
the same setting. The Rand function and Logistic Map are used
respectively for five consecutive executions to compare the steady
state convergence of IAE, KP and KI. Fig. 11 shows the result of the
Rand function. Fig. 12 shows the result of Logistic Map. According
to the KP and KI curves, the steady state convergence of the origi-
nal Rand function is not very good, whereas Logistic Map results in
a relatively stable convergence value of PSO in looking for the opti-
mal solution.

4. MPPT

In order to keep the output of the solar panel at its maximum
power point, this paper uses the MPPT algorithm of the incremen-
tal conductance method, but the step size of the traditional incre-
mental conductance method is fixed. Therefore, the maximum
power point can be reached rapidly when the step is large. How-
ever, there is oscillation in the steady state, so that the output
power decreases. This oscillation is very low when a small step is
used in the steady state, and the maximum power point is reached
after a longer time. In order to remedy the defects in the incremen-
tal conductance method, some scholars have proposed the variable
step incremental conductance method [25] to solve the problem.
When the steady state is reached by using a larger step in transient,
a smaller step is used to remedy the defects in the traditional
incremental conductance method. Therefore, this paper uses the
advantages of the variable step incremental conductance method
for improvement, and uses a fuzzy step size adjuster to adjust
2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4
0

0.2

0.4
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0.8

1

)(nx

r
Fig. 9. Branching diagram of logistic values.
the step size. Thus, the maximum power point can be reached fas-
ter compared with the variable step incremental conductance
method.

The design of the general fuzzy step size adjuster consists of
four steps: (1) define input and output variables; (2) define mem-
bership function; (3) design fuzzy rule base and fuzzy inference
engine; and (4) select the Defuzzifier method [26,27]. The structure
diagram is shown in Fig. 13.

In order to effectively adjust the output step size of the fuzzy step
size adjuster, the power level and trend of the solar panel must be
identified. Therefore, the fuzzy step size adjuster input end is dP/
dV and the solar panel output power is P; dP is the power variation
rate, and dV is the voltage change rate. The present trend of power
is obtained from the variation rate, so as to adjust the output step
size, and the accuracy rate of step size change can be increased by
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Fig. 13. Fuzzy step size adjuster structure.
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Table 3
Fuzzy rule base.
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identifying the present output power. Therefore, the fuzzy step size
adjuster has two input variables and one output variable, converted
into a membership function by the corresponding fuzzy set, as
shown in Fig. 14. The range of input variable dP/dV is [0,0.3], the
power range is [0,64], and the output variable range is [0,0.1]. Each
membership function has three functions, which are large (L), mid-
dle (M) and small (S). The range is adjusted according to the empir-
ical rule.

The fuzzy rule base is determined according to the input and
output membership functions, and there are two input variables,
each of which has three membership variables, so there will be
nine rules, as shown in Table 3.

5. Simulation and experimental results

To demonstrate the performance of the proposed controller,
MATLAB/Simulink was used for simulation and the field-program-
mable gate array (FPGA) sbRIO-9642 was chosen as the platform
for low-level time-critical signal processing, feedback control and
sensing tasks. sbRIO was chosen due to its rapid prototyping envi-
ronment and ease of interfacing with hardware devices, sensors
and actuators. It runs as a slave under Beagleboard with which it
communicates using a 10/100 Mbits/s Ethernet port available on
this model of sbRIO. The controller commands the motor to rotate
to change the motor rotation angle. The optimal motor PI control-
ler parameter is found by PSO, which determines the parameter
values. The KP and KI parameters are 495.2416 and 2.0339 respec-
tively, and then the parameters are put in motor control to observe
the dynamic response of the motor. In order to test the motor con-
trol reverse motor response, the pulse wave signal is added in. The
motor response diagram is shown in Fig. 15.

In order to verify the simulated PI parameter, the optimal
parameter found by PSO is put in the actual motor control.
Fig. 16 shows the actual dynamic response of the motor. It shows
that a quick actual system response can be obtained by using these
simulated parameters.
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Fig. 17. Comparison of three incremental conductance methods: (a) power, (b)
voltage and (c) current.
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In terms of MPPT simulation, the power, voltage and current
curve diagrams of the traditional fixed step incremental conduc-
tance method, the variable step incremental conductance method
and the fuzzy step incremental conductance method are compared.
The test conditions are standard test conditions (1 kW/m2, A.M.1.5,
25 �C) for MPPT. The comparison results are shown in Fig. 17 which
shows that a fixed step size method takes 0.65 s to reach the steady
state, the variable step size method needs about 0.07 s and the
fuzzy step method takes about 0.05 s. Therefore, it can be con-
cluded that the fuzzy step incremental conductance method is
effective in reducing the time it takes to reach the steady state.

When the intelligent sun tracking system was simulated, the
dual-axis sun tracking was tested and the MPPT was started up
in delay mode. The test time was 10 a.m. on May 28, 2013, and
the site was the seventh floor of the Engineering Hall, National
Chin-Yi University of Technology. The weather was cloudy, and
the illumination was not high. Fig. 18 shows the onsite hardware
architecture. The dual-axis test signals are shown in Figs. 19–23.
The MPPT signal is shown in Fig. 24. It can be clearly seen that
the measured errors of sensors fall within a set range and reach
the MPPT at the same time after starting the tracking system. In
order to show that this scheme can be applied for a longer period
of time, the result for 120 min long-term sun tracking with MPPT is
shown in Fig. 25. It can be seen that the control is active at
t = 10 min and then the sun tracking system continues to keep on
MPPT.

Finally, after the dual-axis sun tracking and MPPT test, the main
point is to reduce the external power supply equipment, so that the
intelligent sun tracking system can work independently. The addi-
tional electric equipment for the system consists of an NI 9642
FPGA controller, an NI 9516 motion card and an ADP-055-18
motor driver. Therefore, the sun tracking system is powered by a
lead-acid battery. The DC/DC converter supplies power to the sun
tracking system. The battery operation process is shown in
Fig. 26. The electric power generated by the solar panel is not sup-
plied to the sun tracking system directly, because it is influenced
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Fig. 16. Actual dynamic response of the motor.

Fig. 18. Onsite hardware architecture.
by the illumination, and thus the voltage is likely to be unstable.
The sun tracking system fails when the illumination is too low,
so the lead-acid battery is used as an auxiliary power supply to
supply stable power.
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Fig. 25. Long-term sun tracking with MPPT.

Fig. 26. Schematic diagram of the battery operation.
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6. Conclusion

The intelligent sun tracking system proposed in this paper is
combined with a dual-axis sun tracking system and MPPT,
designed with the assistance of MATLAB, so that the system can
be switched to dual-axis sun tracking, one-axis sun tracking and
fixed solar panel freely according to different users and regions.
In addition, the system has a delay function and a night automatic
homing function to avoid the motor consuming too much electric
power. For the PI controller parameter of motor control, Logistic
and the Taguchi Method are used to enhance the stability of PSO
in searching for the optimal solution, so as to determine the opti-
mal parameters faster and more stably. In terms of MPPT, the fuzzy
step size adjuster is used to remedy the defects in the large step or
small step of the traditional incremental conductance method. The
experimental results suggest that the fuzzy step size adjuster can
reach the maximum power point more rapidly and stably than
the traditional fixed step, and the motor dynamic response and
sensor signal of the dual-axis sun tracking system are within the
control range, proving that this system has multiple intelligent
functions and can determine the sun position rapidly and accu-
rately while keeping vertical to the sun. This intelligent sun track-
ing system may be combined with a battery management system
in the future, so that it can charge and protect the battery to
enhance the integrity of the system.
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